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Abstract The evaluation of simulated disasters (for

example, exercises) and real responses are important

activities. However, little attention has been paid to how

reports documenting such events should be written. A key

issue is how to make them as useful as possible to pro-

fessionals working in disaster risk management. Here, we

focus on three aspects of a written evaluation: how the

object of the evaluation is described, how the analysis is

described, and how the conclusions are described. This

empirical experiment, based on real evaluation documents,

asked 84 Dutch mayors and crisis management profes-

sionals to evaluate the perceived usefulness of the three

aspects noted above. The results showed that how evalua-

tions are written does matter. Specifically, the usefulness of

an evaluation intended for learning purposes is improved

when its analysis and conclusions are clearer. In contrast,

evaluations used for accountability purposes are only

improved by the clarity of the conclusion. These findings

have implications for the way disaster management eval-

uations should be documented.

Keywords Disaster management evaluation � Evaluation
design � Evaluation report � Exercise evaluation � The
Netherlands � Usefulness

1 Introduction

Simulated disaster events (for example, exercises) are an

important element of disaster risk management (DRM)

activities (UNDRR 2020) as they enable the training or

testing of people, organizations, and plans in a safe, but

realistic environment (Peterson and Perry 1999; Skryabina

et al. 2017). Systematic evaluations of both exercises and

real responses are important, as they can support the

direction of, and investment in, future learning and devel-

opment, or provide insights into the efficiency and per-

formance of current practice (Borodzicz and Van Haperen

2002; Boin et al. 2017). From a broader perspective, DRM

exercises and their evaluation have two overarching pur-

poses: to enhance learning and/or ensure accountability. In

both cases, evaluations are a key way to link a specific

exercise to broader DRM processes—for example, lessons

or insights can be distilled and shared with other

organizations.

In practice, many methods and guidelines have been

developed to support exercise evaluations (UK Cabinet

Office 1998; Bradshaw and Bartenfeld 2009; Swedish Civil

Contingencies Agency 2011; Heumüller et al. 2012; ISO

2013; U.S. Departement of Homeland Security 2020).

However, critics have noted a reliance upon anecdotal

evidence, and a lack of systematic studies of effectiveness

and/or other forms of validation (Thomas et al. 2005).

There is clearly a diversity of opinions regarding their

usefulness, and the same holds for related documentation,

which is often published in some form of report. To the
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best of our knowledge, very few methods or guidelines

have been tested to determine the extent to which these

reports do actually, for example, improve learning or

ensure accountability (Beerens and Tehler 2016; Beerens

2019). More specifically, there seems to be a lack of

empirical evidence regarding the usefulness of different

ways of conducting and presenting evaluations.

As it is clearly difficult to assess such evaluations using

real-life exercises, the current study adopts an experimental

approach; we seek to shed light on the question of how to

best present the results of an evaluation to support learning

and accountability. Our analysis focuses on a set of fic-

tional evaluation descriptions, which draw upon actual,

multi-organizational exercise or incident evaluations pre-

pared by Dutch Safety Regions. These descriptions were

manipulated in order to investigate whether the manipu-

lation resulted in a more (or less) useful evaluation.

Judgements of usefulness were made by 84 professionals

working in DRM in the Netherlands.

2 Background: Evaluation of Emergency,
Disaster, and Crisis Management Exercises

In broad terms, an evaluation seeks to determine the merit,

worth, or value of something (Lincoln and Guba 1980).

However, different disciplines use slightly different

approaches and methods. Examples include policy evalu-

ation (Bovens et al. 2008; Hertting and Vedung 2012),

program evaluation (Frye and Hemmer 2012), and product

evaluation (Etkin and Sela 2016).

Our point of departure is the operational disaster

response evaluation (Beerens 2019). In the present study,

‘‘evaluation’’ is defined as: (1) a systematic assessment of

the value or performance of an operational actor with

respect to the intended and actual outcome(s) in a given

scenario; or (2) the product (for example, report) of that

assessment. Thus, the definition covers both the process of

conducting an evaluation, and the product of that process.

Here, we focus on the latter, which is often presented in the

form of an evaluation report, or a ‘‘lessons learned’’ doc-

ument. These documents play an important role in

recording and transferring information. In theory, this

transfer can support individuals and their organizations to,

for example, develop relevant meaning structures or

interpretative modeling processes. We use the term

‘‘evaluation description’’ to refer to this documented out-

come, as a parallel to the concept of the ‘‘risk description’’

in the field of risk assessment (Aven 2010).

2.1 Evaluation Descriptions

Disaster risk management exercise evaluation has received

little attention in the scientific literature (Beerens and

Tehler 2016). Very few articles propose a structure or

framework to support the design of an evaluation process

(Heath 1998; Wybo 2008; Abrahamsson et al. 2010;

Heumüller et al. 2012; Sinclair et al. 2012; Duarte da Costa

et al. 2013; Savoia et al. 2014, 2017) and there is, currently,

no coherent body of knowledge to help professionals

determine the best way to conduct an evaluation and pre-

sent the output. We therefore need a conceptual language

that mirrors the components found in risk descriptions,

namely: events, consequences, uncertainty, and back-

ground information (Aven 2010). In the risk domain, a key

research question is, for example, how best to describe

potential consequences and uncertainty to optimize use-

fulness (Lin et al. 2015, 2017; Månsson et al. 2019), and

similar questions arise in the context of an evaluation

description.

Based on Scriven’s ‘‘logic of evaluation’’ (Scriven

1980), work by Calidoni-Lundberg (2006), Wybo (2008),

and Beerens (2019), and the definition of the evaluation

given above, we propose that there are at least four ele-

ments: Purpose (P), Object description (O), Analysis (A),

and Conclusions (C). These components provide a logical,

sequential foundation for understanding the why–what/

who–where/when–how questions that frame an evaluation

(Heath 1998). For example, conclusions (C) make no

sense, unless the object (O) and how the analysis was

conducted (A) have already been presented.

Although this P, O, A, C format is often found when

documenting, transferring, and presenting information

from (exercise) evaluations, previous research indicates

that there is significant variation in how components are

described and connected (Beerens 2019). For example,

lacking a justification (P) for the evaluation, readers

struggle to judge the credibility of the analysis and its

conclusions. Similarly, a weak connection between the

analysis and conclusions leaves the reader doubting the

credibility of the document. Such fragmentation in the

logical chain that extends from the purpose (P), via object

descriptions (O), to the analysis (A) and conclusions (C) is

detrimental to the usefulness of the document.

The present study investigates the influence of this P, O,

A, C chain on the usefulness of an evaluation description;

the next section briefly outlines each of the four compo-

nents, and how it influences the overall chain.

2.1.1 Purpose (P): Why Was the Evaluation Conducted?

A first step in the design, execution, and evaluation of an

exercise is to identify why it needs to be performed.
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Skryabina et al. (2017) identify five functions: (1) identify

or assess, for example, gaps in (capacity) planning or

procedures; (2) enhance or improve, for example, visibility,

awareness, understanding, and knowledge; (3) test, for

example, plans/procedures, tools/equipment, or personnel;

(4) validate, for example, training, education, or exercise

programs; and (5) measure, for example, performance or

confidence.

Here, we distinguish two, overarching purposes: learn-

ing (including development and improvement) and

accountability (Beerens and Tehler 2016; Beerens 2019).

Although an exercise can have many functions, it is pos-

sible to relate them to these two, overall purposes. For

example, identified gaps (1) can be used for development

if, for example, gaps in resources lead to the creation of

new resources; they can, however, also be used to hold

people accountable for the gap that was created. The same

applies to, for example, testing (3); if a person fails a test,

the evaluation can support learning by providing them with

feedback to improve effectiveness and efficiency. The

same process can also provide more normative feedback,

and focus on holding an individual accountable for not

achieving the required level of performance.

In general, learning provides feedback to participants,

exercise designers, or emergency planners, while

accountability provides feedback to decision makers,

supervisors, or directors, among others. Overall, it is rea-

sonable to assume that why an evaluation is performed,

how it will be used, and by whom, are all important

influences on its usefulness.

2.1.2 Object (O): What or Who Was Evaluated?

The next step is to, implicitly or explicitly, describe the

object of the evaluation (O)—the evaluand or, if it is a

person, the evaluee. Scriven (1991) described the evaluand

as ‘‘whatever is being evaluated.’’ This information is

needed in order to formulate statements regarding the

object’s worth, merit, or value. If the object’s purpose, and

how it should achieve it are unclear, it will be impossible to

determine whether it performed to the required standard.

The context the object was operating in is also important,

as this can influence its functioning and helps to determine

how well it performed. For example, an emergency

response system relies upon various independent services

such as fire, police, and ambulance (Uhr et al. 2008). Here,

it is important to specify whether the evaluation concerns

the system or its independent services, as, without this, it is

difficult for the reader to understand what the result applies

to.

2.1.3 Analysis (A): What Happened During the Exercise

and Why?

The analysis also influences the usefulness of an evaluation

description. It addresses the question ‘‘what happened

during the exercise and why?’’ and should help to under-

stand why the outcome of the exercise was what it was

(Wybo 2008; Abrahamsson et al. 2010). The answer

requires collecting data about the performance of the

object. For example, decisions made by senior officers can

be documented, plans can be studied, and actions can be

observed. Evidence can take the form of observations,

questionnaires, (group) interviews and discussions, and

document reviews (Beerens 2019). However, collection

and reporting must be followed by interpretation. Thus, the

analysis documents information sources, and transforms

evidence into a description of what happened and, possibly,

why. Particular attention should be paid to reasoning that

precedes outcomes, and care must be taken to ensure that

the aim is to find out what actions were undertaken, which

should be distinguished from judging (Heath 1998).

2.1.4 Conclusion (C): How (Well) Did the Object

of the Evaluation Perform?

How the conclusions of the evaluation are presented is the

final aspect of an evaluation description considered here,

and P, O, and A should support this. If, for example, the

purpose of the exercise is to support learning, conclusions

might involve value judgements regarding the performance

of the object and, if deemed necessary, recommendations

for how it could be improved. On the other hand, if the

purpose relates to accountability, conclusions might

involve judgements regarding the extent to which the

object achieved a predefined performance level, and rec-

ommendations regarding how to achieve the required

levels.

2.2 Usefulness of Evaluation Descriptions

Although these four aspects are logically connected, it

remains difficult to establish their respective degree of

influence, and whether one is perceived as more important

than another. The relative importance given to each factor

is likely to be a function of who is reading the report. The

question addressed by this study is, therefore, whether the

presentation of the four components (for example, how and

what information is presented) influences the usefulness of

a report. More specifically, we investigate whether three of

the four components (O, A, C) influence usefulness with

respect to the first component, purpose (P).

Clearly, leaving one of the components out completely

is unlikely to be very useful, and such extreme cases have
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little relevance in practice. However, we have reason to

believe that the clarity of the description of each compo-

nent, and the connections between them, might have an

impact on the usefulness of the overall description (Bee-

rens 2019). For example, is an unclear conclusion more

detrimental to usefulness than an unclear analysis?

Our hypothesis was that variation in the clarity of the

four components would influence the overall usefulness of

an evaluation description. However, at a more detailed

level, we examined whether they are equally important

with respect to learning or accountability purposes.

Therefore, our final hypothesis was developed as follows:

(How) does the clarity of the presentation of the object (O),

the analysis (A), and/or the conclusion (C) in an evaluation

description influence its perceived usefulness for the pur-

poses of (1) learning and (2) accountability? Learning and

accountability (P) were represented as dependent variables.

The clarity of the object description (O), analysis (A), and

conclusions (C) were modeled as independent variables.

The next section outlines the method, and gives a more

precise description of what we mean by clarity.

3 Method

This study investigates how the four components of an

evaluation description (P, O, A, C) influence its usefulness.

Broadly speaking, ‘‘usefulness’’ refers to the extent that the

description achieves its purpose. Thus, if the purpose is to

support learning, then usefulness is related to the extent

that it actually helps actors to learn from the exercise.

However, there are several, significant methodological

problems associated with measuring learning or account-

ability. For example, a longitudinal study with broad scope

would be hard to conduct for practical reasons. There

would need to be a large number of identical exercises that

could be grouped depending on the type of evaluation

description. In addition, controlling for confounding vari-

ables is very difficult.

Therefore, instead of focusing on actual usefulness (that

is, the extent to which the presentation of an evaluation

description helps, in practice, to achieve its purpose), we

focus on perceived usefulness (that is, the extent to which

professionals believe that a specific form of evaluation

description enhances its ability to achieve its purpose). A

key assumption in this study is, thus, that there is a rela-

tionship between perceived and actual usefulness.

We study two groups of Dutch professionals who use

evaluation descriptions in their day-to-day work. Descrip-

tions are presented in the form of vignettes (Jasso 2006;

Atzmüller and Steiner 2010; Auspurg and Hinz 2015).

These hypothetical examples are based on actual evalua-

tion reports, with a focus on P, O, A, and C. The latter

components are developed as experimental factors. Par-

ticipants were asked to rate ‘‘perceived usefulness’’ with

respect to: (1) learning, and (2) accountability, while

individual components were either presented in a ‘‘clear’’

or ‘‘unclear’’ way.

3.1 Design

Vignettes were constructed around three factors, corre-

sponding to the object description (O), the analysis (A),

and the conclusion (C). As noted above, these three factors

were varied by presenting them in either a clear (1) or

unclear (0) manner. Each factor thus takes one of two

values (clear/unclear) and, since there are three factors

(independent variables) we had a 2 9 2 9 2 experimental

design. All possible combinations were presented

(Table 1).

Each respondent was asked to rate up to four vignettes.

This resulted in hierarchical data, which is shown in Fig. 1.

The figure shows that the ratings of different vignettes are

nested within respondents. In order to address this distri-

bution, a multilevel model (MLM) with a random

respondent effect was applied (Hox 2002; Raudenbush and

Bryk 2002). The model considers intra- and inter-respon-

dent responses, and takes into account the fact that every

respondent did not rate four vignettes (due to time con-

straints, among other factors).

3.2 Vignettes

In a preliminary step, we developed several evaluation

descriptions based on a realistic exercise scenario, with the

help of crisis management experts. Like respondents, these

experts were from the Netherlands. Descriptions were

based on a large-scale crash between a passenger train and

a truck on a railway crossing. This scenario was selected as

we had access to real-life evaluation reports from similar

incidents on railway crossings, along with evaluation

reports from crisis management exercises that used a

similar scenario (Beerens 2019). The aim was to help

respondents to develop a clear understanding of the sce-

nario that formed the basis for the vignette.

A key challenge was to establish the respective degree

of influence of the three components (O, A, C), in order to

understand whether one was perceived as more important

than another. As noted above, we use the term ‘‘clarity’’

(Suchan and Dulek 1990; Hartley et al. 2004) to describe

the variation that is seen in real documents. Here, textual

clarity (Rathjens 1985) is manipulated, to measure how

readily the inherent meaning of the text can be understood.

Documents and findings from our previous research

(Beerens 2019) were used to operationalize clarity and

construct the vignettes. Thus, some documents contained

123

Int J Disaster Risk Sci 581



www.manaraa.com

very clear descriptions of O, A, and C, while others did not

address them explicitly.

Table 2 provides a sample of text extracts. Each com-

ponent is described in a clear or unclear manner and

extracts are used randomly (that is, they operate as inde-

pendent ‘‘text blocks’’). These text blocks were combined

into eight, full-text vignettes. Common words, sentences,

and styles of writing found in real evaluation reports were

used, but adapted to the intended users’ interests and the

scenario.

Pre-testing clarity: All eight vignettes were checked to

ensure that they correctly applied the Dutch Coordinated

Regional Incident Management Procedure1 (GRIP). Then,

they were pre-tested with a group of students of the Mas-

ter’s program in Crisis and Public Order Management.

These students have a professional background in crisis

management, but did not participate in the final experi-

ment. Their responses were used to check if the scenario

and evaluative texts presented in the descriptions were

(un)clear, understandable, realistic, and representative. As

there is no single empirical method to measure clarity,

which is understood to be a function of the target audience,

they were asked to judge it by comparing the text to the

definitions of O, A, and C presented in Table 2. More

precisely, they were asked to identify whether these aspects

were present or not, and if they were clear or unclear. Their

qualitative feedback was used to refine descriptions, which

were then combined into vignettes of equal length

(450–650 words). This was to mitigate the risk of intro-

ducing a confounding factor as a longer description might

be seen as more useful than a shorter one. Following

another round of (student) pre-testing, the vignettes were

updated. The final experiment was developed using the

online survey tool Qualtrics (2019). The survey was then

tested by employees at the Institute for Safety of the

Netherlands, who were asked to provide feedback regard-

ing its functioning, timing, and clarity. This highlighted

that it took a substantial amount of time to read the vign-

ettes. As we were concerned that this could overload

respondents and influence their ratings, we decided to limit

their number to four per respondent (taking around a total

15–20 min to complete the experiment). The tool ensured

that vignettes were reasonably balanced among partici-

pants. Once the experimental setup was finalized, a link

was made available to respondents.

3.3 Respondents and Procedure

Professionals were divided into two groups: mayors and

operational leaders. These two groups are clearly identifi-

able within the Dutch crisis management structure and they

have different, but related, strategic roles. Mayors are

responsible for command and control during local/regional

crises, while operational leaders execute commands and

lead the response. Directors of Safety Region and other

operational users could also participate.

Participants were contacted via email and online (com-

munity) newsletters through their respective national net-

works (for example, the network of mayors, or the Board of

Directors of Safety Regions). Two weeks after the first

Table 1 Combinations and coding of vignettes

Clear object description (O1) Unclear object description (O0)

Clear conclusion (C1) Unclear conclusion (C0) Clear conclusion (C1) Unclear conclusion (C0)

Clear analysis (A1) Vignette 1 Vignette 2 Vignette 3 Vignette 4

Unclear analysis (A0) Vignette 5 Vignette 6 Vignette 7 Vignette 8

Level 2: Respondent 
(R) R1 R2 R3 Rx R4 R5

Level 1: 
Vignette (V) V

1
V
3

V
4

V
6

V
2

V
5

V
8

V
1

V
4

V
1

V
2

V
6

V
7

V
3

Vx

… 

… 

Fig. 1 Distribution of the data

1 GRIP is a nationwide incident management procedure. It is used to

scale coordination as a function of the area affected by an incident.

There are four levels: the higher the level, the more complex the

response (van Duin and Wijkhuijs 2015).
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invitation, a reminder was sent out. In addition, mayors

were contacted directly via a personal letter. Operational

personnel were provided with further information on the

Institute for Safety’s website. All correspondence stated the

purpose of the research and included a link to the survey.

Participants who visited the study’s web page were

presented with an explanation of the survey’s structure, and

what they were asked to do. The first questions

characterized the respondents, and familiarized them with

the tool. Then they were introduced to the scenario, and

asked questions about its realism and importance. Next,

each of the four full vignettes (the combination of indi-

vidual O, A, and C texts) was presented separately, fol-

lowed by questions about their perceived usefulness for

either learning or accountability. Part 5 was optional and

allowed respondents to provide additional, qualitative

Table 2 Brief overview (of manipulations) of clarity

A

Component (including general description, see

2.1)

B

Clear description (1)

C

Unclear description (0)

Object description (O)

What or who is evaluated? This key element

contributes to the response in a specific

DRM context. It could be an individual, part

of an organization, an entire organization, or

even multiple organizations operating

together. An important aspect is the

relationship between the object, and the

context and scenario.

A clear object description should clarify—

(1) Who or what is the subject of the

evaluation:

The Operational Leader (OL) within the
Regional Operational Team (ROT).

(2) Why the evaluation object exists, that is,

what is its role and responsibilities:

The OL is (ultimately) responsible for the
process of decision making within the ROT.

(3) What can be expected (in advance) of the

evaluation object, that is, what its function

is and what it does:

The OL ensures that data are collected and
shared, the situation is judged, and a well-
founded decision is made, shared, and
documented.

(1) The object (OL) was not specifically
mentioned as being the focus of the exercise
evaluation, and other actors were also
introduced.

(2) No details regarding the role and
responsibilities of the OL were provided and
only a generic description of the response
organization was provided.

(3) No details were provided regarding what
to expect from the OL and a generic
description of the scenario was repeated in
the evaluation description.

Analysis (A)

The analysis supports the arguments put

forward, that is, what happened during the

exercise and why?

A clear analysis should indicate—

(1) How information has been collected:

(Observation) notes and reports of the
evaluator, meeting reports, and other
documents and data.

(2) Which (value-free) results this has

yielded:

A (f)actual description of the actual decision-
making process was detailed.

(3) The performed action(s) of the evaluation

object:

Specifically the OL has taken a number of
decisions with regards to the incident and
informed the mayor.

(1) No data collection methods were described
and a general description of the response to
the incident was provided.

(2) Thee were no results (of O) presented and,
again, a generic description of the response
to the incident was provided.

(3) No specific actions (regarding O) were
mentioned, only a generic description of the
incident was provided.

Conclusion (C)

The conclusion determines value or

performance, that is, how (well) did the

object perform? It is the logical consequence

of the P, O, A chain, and includes how a

judgement is reached. It thus integrates

information from P, O, and A.

A clear conclusion should—

(1) Give an opinion on the functioning of the

evaluation object:

The OL has correctly implemented the three-
phase decision-making process.

(2) Judge whether the evaluation object has

fulfilled what it had to do (see also object

description) in the described context:

Although the process was correctly executed
some incorrect decisions were made.

(1) No opinion was given, only a generic
description of the exercise setup and an
explanation of the response was provided.

(2) No judgement was formulated, for
example, good or bad and the emergency
response process was only vaguely
presented.

Text in italic (column B and C) refers to the actual text used in the experiment
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comments. Finally, they were thanked for their participa-

tion and given details about follow-up.

4 Data and Measurements

The first part of the survey generated data that made it

possible to characterize individual respondents, their cur-

rent use of evaluations, and how the scenario was per-

ceived. These data are presented here to provide an

overview of the research population. This section also

introduces the measurements that were used in vignettes,

namely, independent variables and their manipulation,

along with the dependent variable and how it was

measured.

4.1 Respondents

The first part of the survey aimed to characterize respon-

dents. More precisely, they were asked to provide infor-

mation about their role in the Netherlands’ crisis

management structure, their experience, and their geo-

graphical location (safety region). These data were used to

identify each respondent. They were also asked about how

he/she currently uses evaluations. Here, the aim was to

investigate attitudes to evaluations, which was used as a

control variable. Finally, participants were asked about the

realism of the scenario, in order to determine if this could

have an influence on the data.

4.1.1 Background

The two main groups of participants were mayors and

regional operational leaders. However, as two other groups

(Safety Region Directors and ‘‘others’’) could also partic-

ipate, respondents were asked to indicate their role in the

Netherlands’ crisis management structure. Table 3 presents

an overview. For analysis purposes, the four roles were

merged into two groups. The first consisted of people

holding a governing or supervisory position: mayors and

directors (N = 34). The second merged (regional) opera-

tional leaders and the ‘‘other’’ group2 (N = 50). As we

anticipated that the respondent’s background could affect

the outcome, these data were used as a control variable.

Respondents gave details regarding their experience in

their current role. Table 4 shows that both groups had

average experience of approximately eight years, ranging

from 1–20 years in both cases. Finally, they were asked to

indicate which of the 25 Dutch Safety Regions they worked

in. This found that 22 of the 25 regions (88%) were rep-

resented (Fig. 2).

Table 3 Overview of respondents’ roles

Role No. % Group No. %

Regional operational leaders (ROL) 39 46.4 Operational

(= ROL ? Other)

50 59.5

Other 11 13.1

Mayors 28 33.3 Governing

(= Mayors ? Directors)

34 40.5

Directors of safety regions 6 7.1

Total 84 100 Total 84 100

Table 4 Respondent-level descriptive statistics (N = 84)

Variable Min Max Mean SD

Experience

Years of experience in the current role

(N = 83, data for 1 Governing respondent are missing)

1 20 8.05 5.056

Current use of evaluations

Accountability 1 7 4.23 1.623

Learning 1 7 5.50 1.167

Scenario

Realism 1 7 5.31 1.119

Importance 1 7 5.31 1.481

2 A qualitative analysis of the ‘‘other’’ group showed that their

function was comparable to that of an operational leader. Examples

are (municipal) crisis management advisors, incident commanders,

preparedness experts, emergency planners, and crisis coordinators.
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4.1.2 Use of Evaluations

The first question concerned how respondents used evalu-

ations to justify their own actions and/or performance,

which is related to accountability. The second concerned

how they used evaluations to learn from previous actions.

The two statements were rated on a 7-point Likert-type

scale with options ranging from ‘‘not at all’’ (1) to ‘‘ex-

tensive use’’ (7). Here again, we anticipated that these data

might affect outcomes, and it was therefore used as a

control variable in the analysis.

Fig. 2 Geographical distribution of respondents. Source Adapted from Map 25 Safety Regions (Imergis.nl 2020)
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4.1.3 Realism and Importance of the Scenario

Respondents were asked how realistic and important they

perceived the scenario. Answers were rated on a 7-point

Likert-type scale ranging from ‘‘not at all’’ (1) to ‘‘very’’

(7). Table 4 presents descriptive statistics. Overall

(N = 84), the mean rating of realism was 5.31 (SD 1.119),

suggesting that the scenario was somewhat realistic.

Responses for importance were similar (M = 5.31; SD

1.481). Differences were found between groups. The

Governing group rated the scenario as ‘‘important’’

(M = 5.82; SD 1.114) while the Operational group rated it

as ‘‘somewhat important’’ (M = 4.96; SD 1.603). An

independent samples t test found a significant difference

between these ratings (p = 0.005).

4.2 Vignettes

The eight vignettes reflected the contents of current eval-

uation reports and were developed to consistently reflect

the key experimental factors. Three factors were tested as

independent variables: the description of the object (O), the

analysis (A), and the conclusion (C). The fourth compo-

nent, purpose (P) was implemented as the dependent

variable.

4.2.1 Independent Variables

The three independent variables were manipulated by

varying their clarity in the following ways: O (0 = unclear,

1 = clear), A (0 = unclear, 1 = clear), and C (0 = unclear,

1 = clear). Each factor corresponded to a text block, and a

complete vignette contained three such blocks, one for

each factor. The manipulation is illustrated in Table 2.

4.2.2 Dependent Variables

The experiment explored how differences in O, A, and C

influenced the perceived usefulness of a vignette. In this

context, ‘‘perceived usefulness’’ indicates the extent to

which the respondent believes that the contents of a

specific vignette help to achieve its purpose (based on

Davis 1989). Thus, if the purpose is to support learning,

then usefulness is related to the extent that the description

helps actors to learn. Purpose was measured by nine

statements, rated on a 7-point Likert-type scale, with

answers ranging from ‘‘strongly disagree’’ (1) to ‘‘strongly

agree’’ (7).

A principal axis factor analysis with Oblimin with

Kaiser normalization was run. This revealed two factors:

Y1 was associated with six statements (usefulness with

respect to learning), while Y2 was associated with three

statements (usefulness with respect to accountability). The

correlation between them was 0.661, indicating that a high

score on learning was correlated with a high score on

accountability. This two-factor solution met the inter-

pretability criterion. Internal consistency was adequate

(Cronbach’s alpha C 0.95), notably Y1 was 0.963, com-

pared to 0.944 for Y2. We therefore conclude that the nine

items were suitable measures of usability for learning and

accountability. In total, 277 vignettes were rated by the 84

respondents. Mean Y1 was 3.788 (SD 1.488), compared to

3.439 (SD 1.474) for Y2. The correlation between these

two means was 0.642, again indicating that a high score on

learning is correlated with a high score on accountability.

Table 5 provides an overview of means for each

dependent variable as a function of the three independent

variables. This shows that, with the exception of O, means

are higher if the component is described clearly—for both

learning and accountability.

5 Analysis and Results

Analyses were run using IBM SPSS Statistics for Win-

dows, version 25 (IBM Corp. 2019). Given the nested

structure of our data, we estimated various MLMs. One-

tailed tests were run for O, A, and C. Models were con-

structed for Y1 and Y2, starting with an unconditional null

model. As we expected to find a positive relation with prior

use of evaluation descriptions, we controlled for fixed

effects. The respondent’s background (Operational or

Governing) was also expected to affect ratings, and was

thus also added as a control variable.

5.1 Usability for Learning (Y1)

The first step was to create a null model to determine the

intraclass correlation. Inter-respondent variance was 0.948,

compared to intra-respondent variance of 1.305. The intr-

aclass correlation coefficient (ICC) was calculated as

0.421, indicating that 42.1% of the difference in usability

ratings was due to inter-respondent variance.

The full model (Table 6) shows that both A and C have

significant, positive effects on usability for learning pur-

poses. However, O was not significant. The conclusion has

a particularly strong effect—a clear conclusion is associ-

ated with a 1.146 higher rating on a 7-point Likert-type

scale, compared to an unclear conclusion. Similarly, a clear

analysis is associated with a 0.266 higher rating on a

7-point Likert-type scale, indicating that a clear conclusion

is perceived as ‘‘very important,’’ and a clear analysis is

‘‘somewhat important.’’

The full model also controlled for the user’s back-

ground. This found a significant effect (0.045), suggesting

that users with an operational background rate evaluation
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descriptions more highly than users with a governing

background. We also controlled for respondents’ current

use of evaluations for learning purposes. This also found a

significant effect on usefulness ratings (0.028), which is

comparable in size to the previous result. Notably,

respondents who are already using evaluations for learning

purposes rated them more highly with regard to their

usefulness.

5.2 Usability for Accountability (Y2)

Here again, the first step was to create a null model. Inter-

respondent variance was found to be 0.814, compared to

1.379 for intra-respondent variance. The ICC was calcu-

lated as 0.371. Thus, 37.1% of the difference in usability

for accountability was due to inter-respondent variance.

The accountability results shown in Table 6 are similar to

the full model for learning. Here again, O is not significant,

while C is (0.000). In this case, conclusions have a sub-

stantial effect: a clear conclusion is associated with a 0.722

higher rating on a 7-point Likert-type scale, compared to an

unclear conclusion. On the other hand, the effect of A is

marginal (0.07). It appears that a good conclusion is more

important than a good analysis when using an evaluation

description for accountability.

As before, the full model controlled for the user’s

background and, here again, this was found to have a

significant effect (0.025). Users with an operational back-

ground rate evaluations more highly than users with a

governing background. Finally, we controlled for current

use of evaluations for accountability, which also found a

significant effect (0.007) on usefulness. Like learning,

people already using evaluations for accountability pur-

poses rate them more highly with regards to their

usefulness.

5.3 Interactions

We also investigated whether particular combinations of

(un)clear O, A, and C are consistent with a significant

increase (decrease) in usefulness. To this end, we added

Table 5 Means for each dependent variable

Aspect Clarity No. Min Max Mean learning (Y1) SD Mean accountability (Y2) SD

Description of the object (O) Clear (1) 140 1 7 3.737 1.466 3.405 1.501

Unclear (0) 137 1 7 3.841 1.514 3.475 1.450

Analysis (A) Clear (1) 142 1 7 3.889 1.443 3.531 1.471

Unclear (0) 135 1 7 3.683 1.532 3.343 1.476

Conclusion (C) Clear (1) 138 1 7 4.318 1.401 3.749 1.484

Unclear (0) 139 1 7 3.263 1.386 3.132 1.403

Table 6 Multilevel model summary, main effects

Regression effects and standard errors Y1: Usability for learning Y2: Usability for accountability

Estimate SE Estimate SE

Intercept 1.648** 0.703 1.955*** 0.403

Object description (O) -0.127* 0.124 -0.139* 0.141

Analysis (A) 0.266** 0.121 0.206* 0.139

Conclusion (C) 1.146*** 0.123 0.722*** 0.141

Background (operational vs. governing) 0.539** 0.264 0.570** 0.250

Current use = Accountability 0.196** 0.078

Current use = Learning 0.227** 0.117

Intra-respondent variance 0.888*** 0.091 1.195*** 0.121

Inter-respondent variance 1.043*** 0.217 0.814*** 0.192

-2 restricted log likelihood 888.454 938.061

Significance: *p\ 0.10, **p\ 0.05, ***p\ 0.001

2-tailed tests are presented in italics
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two- and three-way interactions to the MLMs. However, as

these were insignificant, they are not reported.

6 Discussion

This experiment showed that the clarity of conclusions

(C) had a significant, positive effect on the perceived

usefulness of an evaluation description, for both learning

and accountability. In addition, the clarity of the analysis

(A) had a significant effect for learning. These results

might appear obvious, but we do not agree. First, although

it might seem obvious that an evaluation description

without an analysis or conclusion is not very useful, that

was not the case here—we did not remove the analysis or

the conclusion altogether. Instead, we focused on two ways

of writing: clearly and unclearly. It should be noted that our

examples mirrored text that was taken from current, real-

life evaluation descriptions, and it is somewhat surprising

that unclear versions are still used in practice. More

specifically, our results indicate that how evaluation

descriptions are presented does matter and support stan-

dardization, or at least providing guidelines to improve the

clarity of (at a minimum) conclusions. Other results came

as more of a surprise.

There is a clear logical connection between the com-

ponents of an evaluation description: without a clear pur-

pose it is difficult to arrive at focused conclusions; without

a clear object description it is difficult to present an anal-

ysis; and without a clear analysis it is difficult to reach

robust conclusions. We expected each of these individual

components to influence usefulness—hence our investiga-

tion of whether particular combinations of (un)clear O, A,

and C were consistent with a significant increase (decrease)

in usefulness. However, our results suggest that partici-

pants did not consider relationships between components as

essential, as neither learning nor accountability usefulness

increased (or decreased) for particular combinations of O,

A, and C.

Although there were differences between vignettes that

contained (un)clear object descriptions, these results were

not statistically significant. Instead, judgements appear to

be based primarily on the analysis and conclusions. This

observation is in line with research that examined learning

preferences among employees in the fire and rescue ser-

vices in the Netherlands (Instituut Fysieke Veiligheid

2017). The latter study revealed that respondents learn by:

(1) sharing experiences; (2) being provided with sufficient

background information and reasoning with regards to

findings or insights; and (3) avoiding mistakes. Our find-

ings are consistent with (2), as the analysis provides

information about what happened, how, and why. Infor-

mation presented in this section can be used in order to

(better) understand and learn, for example, why the

mechanisms behind certain activities worked (or not).

Despite the lack of a significant result, we believe that O is

an important component of real evaluation descriptions. It

is the point of departure for understanding A and C, as it

provides useful information regarding, for example, tasks,

responsibilities, or activities.

We recognize that there is a difference between reality

and what is recorded on paper. As Heath (1998) notes, it is

likely that hindsight bias, or time and organizational dis-

tortion occur when analysing and evaluating DRM docu-

mentation. Birkland (2009) claimed that such documents

simply reflect the preferred social construction of a prob-

lem by a group and its target populations; therefore, reports

should not necessarily be seen as detailed or precise

accounts of what happened. They are merely reflections or

outcomes of a systematic process that transfers data into

information or knowledge, and seek to reliably record the

most important elements in order to discuss and share

them.

Nevertheless, Beerens (2019) concluded that there is no

common framework to ensure that the intended purposes

are achieved. In particular, data collection lacks trans-

parency and the underlying reasoning is often unclear. Our

new concept of the ‘‘evaluation description’’ offers prac-

titioners a way to make evaluations more useful for their

users. Although there is no detailed prescription, it pro-

vides some basics that can be further investigated. Similar

to the concept of the risk description, it can support the

creation of a common knowledge base. This knowledge

base can, for example, support root cause analyses, provide

details of why (and when) a system does not seem to be

ready to respond, and provide guidance on what can be

changed.

Finally, the benefits of an exercise evaluation extend far

beyond the physical product. Personnel are likely to learn

lessons even without a report (Perry 2004; Borell and

Eriksson 2008; Birkland 2009; Nohrstedt et al. 2018).

Although hands-on experience is important, it must be

recognized that, as in a real disaster, an exercise is an

opportunity for collective learning (Klein et al. 2005;

Gebbie et al. 2006). Biddinger et al. (2008) note that

exercises can significantly improve preparedness on two

levels: (1) at the individual level they present an opportu-

nity to educate personnel on disaster plans and procedures

through hands-on practice; and (2) at the institutional and/

or system level, they can reveal gaps and weaknesses, and

clarify specific roles and responsibilities. Exercises and

their evaluation can, thus, generate insights that extend far

beyond the persons involved—notably, to exercise

designers, facilitators, and evaluators (Borodzicz and Van

Haperen 2002).

123

588 Beerens et al. How Can We Make Disaster Management Evaluations More Useful?



www.manaraa.com

Optimizing the evaluation and related products requires

effectively communicating the findings to relevant actors,

especially if used to reflect on the experience of others. We

argue that the evaluation description can support learn-

ing—in particular the transfer from lessons identified to

lessons learned, and the creation of a knowledge base. It

not only provides a framework that ensures that findings

can be shared, but also offers scope for situational cus-

tomization. However, the robustness of the concept should

be investigated in future (longitudinal) experimental

research.

Despite its contributions, this study has some limita-

tions. First, while O, A, and C were manipulated with

respect to clarity, no information was completely removed.

This was because our study focused on the usefulness of

the description as a whole, rather than individual compo-

nents. Therefore, generic information was always provided.

Although not evaluative, or related to a specific compo-

nent, the respondent might perceive these data as clear and

useful. Future research could focus on each component

individually, as this would help to establish a more detailed

picture of the information that needs to be presented.

Second, previous research has highlighted the impor-

tance of a clear link between the report and users’ needs

(Beerens 2019). Different groups use reports for different

purposes and, in turn, require different evaluation products.

In practice, a DRM system is comprised of many more

(sub)groups than the two represented in this study. In

particular, exercise designers, facilitators, and other edu-

cational staff are likely to (indirectly) use evaluations in

order to create new exercises or develop training programs.

As noted above, using the overall evaluation product to

develop tailor-made evaluations could be further investi-

gated and operationalized.

Third, it could be argued that respondents themselves

were the object of this study. This might have influenced

the findings, in particular, with regard to O, as participants

may have already understood the tasks and responsibilities.

This could be investigated in future research by running the

experiment with user groups that are not the object of the

evaluation.

7 Conclusion

This study investigated whether the clarity of an evaluation

description has a (positive) effect on its perceived useful-

ness, with respect to learning and accountability. The

‘‘evaluation description’’ concept assumes that several,

distinct components contribute to a report’s usefulness. The

present study looked at: the purpose of the evaluation (P),

the object description (O), the analysis (A), and the

conclusions (C). The latter three aspects were manipulated

(via an (un)clear description) to investigate their effect on

perceived usefulness. The experiment used vignettes and a

population of professionals working in the Netherlands.

We conclude that the clarity of conclusions (C) has a

significant effect on perceived usefulness—for both learn-

ing and accountability purposes, and operational and gov-

erning users. The analysis (A) was significant for learning

purposes, with a marginally significant effect for account-

ability. Although no significant effect was found for the

object description (O), we still believe that clarity is

important from a practical perspective.

Our findings indicate the importance of how emergency

exercise evaluations are documented, and underline the

need for clear guidelines. We believe that such guidelines

should help professionals to improve their work, notably by

indicating the criteria used to arrive at any conclusions, and

supporting arguments. Otherwise, reports risk being per-

ceived as ‘‘fantasy documents’’ (Birkland 2009), gathering

dust on a shelf. Finally, we should not forget that an

evaluation is not an end in itself; rather it is a means to

achieving a higher goal or purpose.
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